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Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.
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Rationale

This contribution proposes potential study points related to Generative AI under WT4 within the scope of the SID   FS_AIML_MGT_Ph2.
“The AI/ML techniques and relevant applications are being increasingly adopted by the wider industries and proved to be successful. These are now being applied to telecommunication industry including mobile networks.

Although AI/ML techniques in general are quite mature nowadays, some of the relevant aspects of the technology are still evolving while new complementary techniques are frequently emerging.” —— 3GPP TS 28.105,

3.1 Background

3.1.1 Pre-training

After “Attention Is All You Need” published in 2017, pre-trained models (PTMs) have been proposed by pre-training Transformer models over large-scale corpora datasets, e.g., trillions, billions of data, showing strong generative AI capabilities in solving various tasks and creating new contents in various domain, e.g., GPT (Generative Pre-trained Transformer), etc [3][4][5]. Significantly, these extraordinary Generative AI capabilities are generally complied with scaling low [6] which suggests the PTMs with larger model size and larger dataset size will continue to perform better.[6][7] 

In 2018, BERT (Bidirectional Encoder Representations from Transformers) enables the concepts of pre-training and fine-tuning to the most prevailing process for the development of a ML model with large datasets. " There are two steps in our framework: pre-training and fine-tuning. During pre-training, the model is trained on unlabelled data over different pre-training tasks. For finetuning, the BERT model is first initialized with the pre-trained parameters, and all of the parameters are fine-tuned using labelled data from the downstream tasks. Each downstream task has separate fine-tuned models, even though they are initialized with the same pre-trained parameters. The question-answering example in Figure 1 will serve as a running example for this section."[8]
[image: image1.png]Start/End Sph

BERT

NSP Mask LM Mask LM
2

) Gl (]

BERT S .

Masked Sentence A Masked Sentence B Question Paragraph
. 3 *
Unlabeled Sentence A and B Pair Question Answer Pair
Pre-training Fine-Tuning

Figure 1: Overall pre-training and fine-tuning procedures for BERT. Apart from output layers, the same architec-
tures are used in both pre-training and fine-tuning. The same pre-trained model parameters are used to initialize
models for different down-stream tasks. During fine-tuning, all parameters are fine-tuned. [CLS] is a special
symbol added in front of every input example, and [SEP] is a special separator token (e.g. separating ques-
tions/answers).




3.1.2 Fine-Tuning

Fine tuning is a specific instance for knowledge transfer aiming to improve the capability of a PTM from a generic domain into a specific domain to solve specific downstream tasks [9], e.g., transfer a PTM with the generic knowledge of 3GPP cross domain management aspects into a Fine-tuned Model with the specific knowledge of CN domain management aspects to solve MDA type issues. 

The definitions of fine-tuning could be referred as below from different:
1. "Fine tuning involves selectively adjusting a small proportion of their parameters, while keeping the rest unaltered. " [10]
2. “Parameter-efficient fine-tuning, which we denote as PEFT, aims to resolve this problem by only training a small set of parameters which might be a subset of the existing model parameters or a set of newly added parameters.” [11] 
3.1.3 Generative AI(GAI)
AIGC refers to content that is generated using Generative AI (GAI) techniques, which can automate the creation of large amounts of content. This generation process usually consists of two steps: extracting intent information from instructions and generating content according to the extracted intentions.[12]
However, the paradigm of GAI models containing the above two steps is not entirely novel, as demonstrated by previous studies [6]. The core advancements in recent AIGC compared to prior works are the result of training more sophisticated generative models on larger datasets, using larger foundation model architectures, and having access to extensive computational resources. [12]
3.2 Observations

Observation #1:

According to the scaling laws mentioned in background, the generative capabilities of AI and the differences from conventional deep learning all fundamentally raised from the qualitative changes caused by the extensively increase of dataset size and model scale. In addition, a large, pre-trained model with strong capability like GAI for network OAM aspects are desired for operators to handle with complex tasks.

At current TS 28.105, there are no concepts, use cases or solutions that could cover how to train, test, deploy a model with extensive datasets and large-scaled parameters to provide GAI capability. The ML entity would rather provide simple, primary capability for specific inference type, including analysis, prediction, etc. However, the involvement of GAI may provide some advanced capability including the complicated recommendation of plan, orchestration and schedule of task flows, as well as to perform performance optimization, environment forecasting, and resource allocation.
Recommendation #1:
With respect to WT-4, it is recommended to study definitions, use cases and solutions of a model that could provide GAI capability including following manners:
1. To introduce a new notion of a model that could provide GAI capability with the consideration of training dataset size and model parameter size;
2. To define the GAI capability in OAM manner regarding to current MF capabilities;
Observation #2:

A model with generative AI capability to provide specific inference function maturely involves a combination of pre-training and fine-tuning. This process begins by training the model on a large volume of unsupervised data to create a generalist model. For OAM, this model not only possesses a vast amount of OAM knowledge but also encompasses extensive knowledge in the other relevant filed, e.g., the knowledge from CN and RAN domain. Subsequently, based on the requirements of consumers for specific inference types, the model is fine-tuned through supervised data, thereby endowing it with the ability to address particular inference type issues.

However, this process of pre-training and fine-tuning would impact current use cases and solutions of TS 28.105, some differences were listing as below:

1. In TS 28.105, it is saying “To trigger an initial ML training, the MnS consumer needs to specify in the ML training request the inference type which indicates the function or purpose of the ML entity, e.g. CoverageProblemAnalysis [see TS 28.104]”. However, for a pre-trained model, the consumer probably is just to create a model with generalist knowledge depending on its demands.
2. Due to training a PTM will update of a pre-trained ML entity would cause enormous resources, the re-training of a pre-trained ML entity should be carefully confirmed. In TS 28.105, “The MLT MnS producer shall have a capability allowing an authorized MLT MnS consumer to configure the thresholds of the performance measurements and/or KPIs to trigger the re-training of an ML entity.”, sometimes the producer could choose to fine-tuning an ML entity than re-training.
ML re-training: The process of training of a previously trained ML model.

NOTE 3: 
A new version of a trained ML entity supports the same type of inference as the previous version of the ML entity, i.e., the data type of inference input and data type of inference output remain unchanged between the two versions of the ML entity, but parameter values might be different for the re-trained model.

And the above definition of ML re-training may be inapplicable anymore, since there would probably no inference type claim when consumer request ML training of pre-trained model.

3. Since the concept of fine-tuning is “training a small set of parameters which might be a subset of the existing model parameters or a set of newly added parameters.”, a PTM could be fine-tuned for different inference types. Therefore, a fine-tuned ML entity may support multiple inference types, which is different from current solution in TS 28.105.
	 inferenceType
	It indicates the type of inference that the ML model supports. 

allowedValues: the values of the MDA type (see 3GPP TS 28.104 [2]), Analytics ID(s) of NWDAF (see 3GPP TS 23.288 [3]), types of inference for RAN, and vendor's specific extensions.
	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None 

isNullable: False


4. The concepts of fine-tuning is to unfreeze some part of the pre-trained model or add some new parameters of the pre-trained model which it presents a different concept against ML re-training.
Actually, from multiple perspectives, there are significant differences between model pre-training and fine-tuning and the existing concepts of training and retraining.

Recommendation 2#:

It is recommended to study the concept, use cases and solutions of ML pre-training and fine-tuning including following manners:

1. to introduce new concepts of ML pre-training and fine-tuning and study the difference from current ML training and ML re-training;

2. to study the potential influence and relationship of current workflow and solutions.
4
Detailed proposal

With regarding to WT4 of current SID, generative AI, it is recommended to study the concept, use cases and solutions of a model that could provide GAI capability including following manners:

1. to introduce a new notion of a model that could provide GAI capability with the consideration of training dataset size and model parameter size;
2. to define the GAI capability in OAM manner regarding to current MF capabilities;
3. to introduce new concepts of ML pre-training and fine-tuning and study the difference from current ML training and ML re-training;

4. to study the potential influence and relationship of current workflow and solutions.
